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Nonadiabatic Ponderomotive Potentials

I.Y. Dodin and N.J. Fisch
Princeton Plasma Physics Laboratory, Princeton, NJ 08543

(Dated: September 20, 2005)

An approximate integral of the Manley-Rowe type is found for a particle moving in a high-
frequency field, which may interact resonantly with natural particle oscillations. An effective pon-
deromotive potential is introduced accordingly and can capture nonadiabatic particle dynamics. We
show that nonadiabatic ponderomotive barriers can trap classical particles, produce cooling effect,
and generate one-way walls for resonant species. Possible atomic applications are also envisioned.

PACS numbers: 52.35.Mw, 45.20.Jj, 39.25.+k

I. INTRODUCTION

Even without a bias, an ac field can exert a significant
time-averaged force on a particle [1–3]. This so-called
(average) ponderomotive force is comprised of two com-
ponents: the Miller force due to the dipole interaction
of the particle with the ac field and the light pressure
due to the particle scattering and absorption of the ra-
diation. Often, the light pressure is negligible compared
to the Miller force, and the induced particle dipole mo-
ment p follows an adiabatic equation of state. The latter
means that p can be approximately expressed as a local
function of the particle location r, which, in the sim-
plest case, is proportional to the amplitude of the field:
p = α(ω; r)E0(r). (Here α is the polarizability tensor,
and ω is the field frequency; the conventional complex
notation is implied.) In this case, the average force on
the particle can be approximately described in terms of
the ponderomotive, or Miller potential Φ, equal to the
average energy of the dipole-field interaction:

Φ = −1

4

(

E∗0 ·α ·E0

)

. (1)

Importantly, Eq. (1) applies both to elementary and com-
pound particles and can capture adiabatic effects con-
nected with particle natural oscillations, such as Lar-
mor rotation in a background dc magnetic field, electron
Langmuir oscillations in plasmas, intra-atomic quantum
oscillations, and molecular vibrations. Specific proper-
ties, which ponderomotive potentials (1) exhibit for par-
ticles exhibiting natural oscillations, have been employed
in a vast variety of applications in atomic, molecular, and
plasma physics, which enjoy experimental verification in
a wide range of frequencies and intensities of electromag-
netic radiation [2–10].

In the presence of natural oscillations at frequency ων
comparable with ω, the potential (1) is “seen” by a parti-
cle on average over time scales large compared to the field
period 2π/ω, the natural period 2π/ων , and the beat pe-
riod 2π/|ω − ων |, if any. It is implied then that the drift
displacement of the particle on each of these time scales
is insignificant as compared to the field scale L, namely,

v/ω ¿ L, v/ων ¿ L, (2)

where v is the particle average velocity, and

v/∆ων ¿ L, (3)

where ∆ων = ω − ων is the beat frequency. If ων itself
varies in space, the variation of the beat period along
the particle trajectory is also required to remain smooth
enough:

v

∆ων

∣

∣

∣∇ ln(∆ων)
∣

∣

∣¿ 1. (4)

Together with the requirement of small amplitude of the
particle oscillations as compared to L, Eqs. (2)-(4) rep-
resent the validity conditions for Eq. (1).

At resonant interaction (ω ≈ ων), the approximation of
a local potential (1) is violated. Near the resonance, the
particle polarizability exhibits a singularity α ∝ ∆ω−1ν
and Φ goes to infinity (assuming negligible dissipation),
although the true force on a particle remains finite. Our
preliminary studies predict a number of striking funda-
mental and applied effects in this domain, not captured
by the traditional adiabatic model, including quantum-
like behavior of classical particles in ponderomotive bar-
riers [11], a possibility of one-way rf walls [12–14], and
others [15]. To describe those in detail and predict new,
unexplored effects, a generalization of the ponderomotive
potential concept is required.

For electrons and ions under rf drive near a cyclotron
resonance in a magnetic field, this problem has been
addressed previously in a number of works [2, 8, 16–
25, 25–27]. None of those, however, has introduced a
non-singular ponderomotive potential in a non-heuristic
fashion, except for the essentially perturbative analysis
proposed in Refs. [21, 22]. Our recent work though [12]
has demonstrated the existence of what can be inter-
preted as a conservation law for any nonadiabatic trajec-
tory. Here we generalize and advance this result to the
ponderomotive dynamics of particles of arbitrary nature.

The purpose of this paper is to obtain the general
properties of particle dynamics in the resonance domain,
when the conditions (2) do hold, whereas those given
by Eqs. (3) and (4) may be violated. We derive the ef-
fective ponderomotive potential, which is valid for both
adiabatic and strongly nonadiabatic interactions and re-
mains non-singular at the resonance ω = ων . The possi-



2

bility to introduce such a potential is due to the conserva-
tion of an approximate integral of the Manley-Rowe type
[28, 29], for which we suggest both a quantum interpreta-
tion and a general “classical” derivation directly from the
first principles of Hamiltonian mechanics. We show also
that the properties of near-resonant ponderomotive bar-
riers are strikingly different from those expected within
the traditional adiabatic model framework. In particular,
we suggest how such barriers can be employed to produce
one-way walls and even cool resonant species. We also
discuss the implications of our results with respect to the
stability of particle aperiodic bounce oscillations in pon-
deromotive barriers. As an example, nonlinear dynamics
of atomic clusters in an intense ac field is discussed, and
the problem of charged particle motion in a magnetic field
under resonant drive is revisited from the standpoint of
our new approach.

Although the analysis is performed for classical species,
we anticipate that our main results apply also to quan-
tum particles, such as atoms and molecules. If so, the
proposed methods could supplement the existing tech-
niques of particle manipulation by laser fields [4–6]. The
value added could be large then, as these techniques al-
low present and potential applications in a wide variety of
subjects such as light scattering, cloud physics, quantum
optics, isotopes separation, and others [7].

The paper is organized as follows. In Sec. II, we de-
velop a general formulation for particle average dynamics
under intense high-frequency radiation. In Sec. III, we
study particular aspects of ponderomotive dynamics of a
single-mode linear oscillator in an ac field resonant with
the particle natural oscillations. In Sec. IV, we consider
examples of particles (including those with internal de-
grees of freedom), to which our results apply. In Sec. V,
we summarize the main ideas of the paper. Supplemen-
tary calculations are given in Appendixes.

II. EFFECTIVE POTENTIAL AND INTEGRALS
OF PARTICLE MOTION

A. Example

Consider an example of a ponderomotive force on an
oscillator. Namely, consider a charged particle motion in
a dc magnetic field B0 under the action of the ac field

E = Re [E0 exp(−iωt)]. (5)

Under the conditions (2)-(4) (assuming ων ≡ Ω), the
particle exhibits adiabatic Larmor rotation at frequency
Ω = eB0/mc superimposed on the induced oscillations
at frequency ω. The average effect of the ac field can
then be replaced with the particle interaction with the
ponderomotive potential (1), which now takes the form

Φ =
∑

ν=0,±1

e2|Ẽν |2
4mω(ω + νΩ)

. (6)

Here Ẽν ≡ ξ∗ν · E0 are the projections of E0 on the po-
larization vectors

ξ±1 = (x0 ± iy0)/
√
2, ξ0 = z0, (7)

assuming B0 is primarily in the z direction (see Ref. [32]
and refs. therein). In addition to the average force
−∂Φ/∂z seen by the particle in the direction of its one-
dimensional guiding-center motion along B0, the parti-
cle also experiences the diamagnetic acceleration −µB ′0,
where µ0 = mv2L/2B0. (Here vL = v⊥ − vac is the
quiver velocity, additional to the velocity of induced high-
frequency oscillations vac.) Like in the case when the
ac field is absent, µ0 is an adiabatic invariant, which
is approximately conserved under the conditions (2)-(4)
[32]. In this case, the “quasi-energy” of the particle
E = 1

2 m〈vz〉2 + µB0 + Φ is also an adiabatic invariant,
hence Φ + µ0B plays a role of an effective potential.

Should (3)-(4) be violated due to the resonant inter-
action, both µ0 and E will be subjected to substantial
variations; hence the potential approximation no longer
holds in this case. Remarkably though, the combina-
tion of the two, E− (mcω/e)µ0, is conserved, as one can
deduce from Refs. [12, 15, 17]. This is a sign that a for-
mulation of the average ponderomotive dynamics must
be possible in terms of a generalized effective potential
even at resonant interactions. Such a formulation can
be developed for a Hamiltonian oscillator of an arbitrary
nature, as we show below in Sec. II. The implications of
these results will be considered in Sec. III and Sec. IV.

B. Drift Lagrangian

A particle exhibiting internal oscillations (e.g., a
molecule, an atom, etc) is, generally, a system comprised
of N ≥ 1 elementary constituents (e.g., electrons and
a nucleus), interacting both with each other and the ac
field. Our purpose is to describe the motion of the par-
ticle as a whole, treating the individual constituents mo-
tion as its internal degrees of freedom. Accordingly, we
will assume that the particle cannot dissociate (i.e. the
constituents can only exhibit finite oscillations near the
common center of mass) and hence represents a well-
defined entity described by 3N independent coordinates.

Let us introduce the particle center-of-mass coordinate
ρ and the constituents relative displacements hj ¿ L
(j = 1 . . . N), exhibiting finite oscillatory motion with
real frequencies. In the absence of the ac field, the par-
ticle center of mass will undergo smooth, non-oscillatory
behavior, and hence ρ can be chosen as the coordinate
of the particle guiding center. An exception would be a
case when the particle as a whole interacts with a dc field,
which confines its average motion to a subspace of dimen-
sionality n less than that of the real space. For example,
an electrostatic potential could attach the drift motion
to a surface (n = 2); or, a strong background magnetic
field could keep a charged particle moving along a single
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field line (n = 1). In all such cases we will assume de-
viations of the particle center of mass from the guiding
center subspace as additional oscillatory degrees of free-
dom, assuming n ≥ 1. With that, one could define the
guiding center coordinate as ρ̄ being the projection of ρ
on the subspace of the guiding-center motion.

In the presence of the ac field though, ρ̄ will generally
oscillate at the frequency of the field ω. Hence, more gen-
erally, the guiding center coordinates must be introduced
as r = ρ̄ − q, where q is the n-dimensional center-of-
mass quiver displacement. As, by definition, no natural
frequency is associated with the center-of-mass motion
in the subspace contemplated, we will assume that as
a whole a particle experiences adiabatic oscillations q(a)

under the conditions (2). For given fields, q(a)(r, t) would
be a known function, and therefore r can be employed as
an independent coordinate.

To derive the equation for r(t), let us consider the par-
ticle action

S =

∫ t2

t1

L dt, (8)

where L is the Lagrangian function, and the time scale
∆t = t2− t1 is large compared to ω−1 and ω−1ν . The ma-
jor contribution to the action S, linear in ∆t, is the time-
averaged part of the Lagrangian, 〈L〉, while the contribu-
tion of the oscillatory (with characteristic time scale ω−1,
ω−1ν ) Lagrangian to the integral (8) remains small. Thus,

the action S is approximately given by S =
∫ t2
t1
〈L〉 dt,

from where it follows that Ld ≡ 〈L〉 can be treated as
the Lagrangian of the drift motion.

To calculate Ld consider the Lagrangian L as a nonlin-
ear operator on the particle 3N -dimensional dipole mo-
ment

ψ = (e1x1, e1y1, e1z1 . . . eNxN , eNyN , eNzN ), (9)

where ej are the electric charges of particle individual
constituents, and (xj , yj , zj) are the components of hj .
Since hj are assumed small, let us employ a second-order
Taylor expansion for ψ to get

L = L0 + Lψ + Lint, (10a)

Lψ =
1

2
(ψ̇,Mψ̇)− (ψ̇, Pψ)− 1

2
(ψ,Qψ), (10b)

Lint = (ψ,F). (10c)

Here the Lagrangian L0(r,v), where v = ṙ, describes the
particle motion at ψi ≡ 0; Lψ describes free oscillations of
the dipole moment ψ; (·, ·) stands for a real dot product
in 3N -dimensional space; Lint = p·E describes the dipole
interaction of internal oscillations with the ac field E; p
is the total dipole moment of the particle; M , Q, and P
are K × K real matrices (K = 3N) being functions of
r, with M , Q symmetric and P antisymmetric [30, 31];
F(r, t) is a K-dimensional force vector

F = (Ex, Ey, Ez . . . Ex, Ey, Ez), (11)

consisting of N identical triplets (Ex, Ey, Ez) standing
for the electric field components (Appendix A). The
guiding center Lagrangian can then be written as

Ld = L0 + 〈Lψ〉+ 〈Lint〉. (12)

Below we will show how Eq. (12) can be simplified for
different cases of interest, and how the average pondero-
motive force can be calculated both for adiabatic and
nonadiabatic interactions.

C. Adiabatic Interaction

To calculate 〈Lψ〉 and 〈Lint〉, note that the vector ψ
can exhibit both driven oscillations at frequency ω and
free oscillations at eigenfrequencies ων (Appendix B).
Suppose first that all ων remain sufficiently far from ω
in the sense of Eqs. (3) and (4), so that all eigenmodes
ψν can be considered evolving adiabatically. In this case,
one can write ψ = ψ(0) + ψ(a), where

ψ(0) = Re
∑

ν

ψ(0)ν , ψ(0)ν = χ(0)ν exp(−iωνt), (13)

denotes residual free oscillations due to nonzero ψν(t =
−∞) at particle entrance to the ac field, assuming that
summation is taken over modes with non-negative ων ,

and χ
(0)
ν = 0 for ων = 0; ψ(a) = Re [χ(a) exp(−iωt)] is

the adiabatic response governed by the equation

D(ω)χ(a) = F̃ , (14)

with χ(a)(t = −∞) = 0; α̂ = D−1 is the polarizability
tensor in K-dimensional space;

D(ω) = −Mω2 + 2iPω +Q (15)

is a Hermitian response matrix; F̃ is the complex ampli-
tude of F = Re [F̃ exp(−iωt)].

The function 〈Lψ[ψ]〉 then equals

〈Lψ[ψ]〉 = 〈Lψ[ψ(0)]〉+ 〈Lψ[ψ(a)]〉, (16)

where the Lagrangian of free oscillations, Lψ[ψ(0)] =
∑

ν L
(0)
ν , can be expressed as follows. Suppose, that

the parameters of Lψ are allowed to vary as the par-

ticle moves, and thus the complex amplitudes χ
(0)
ν are

generally not constant. Nonetheless, if the variations are

slow enough (v/ων ¿ L), then χ̇
(0)
ν ¿ ωνχ

(0)
ν , and the

following approximation can be employed:

L(0)ν =
ων
4

(

ψ(0)∗ν ,D′(ων)ψ(0)ν
)

+

+
i

8

[ (

ψ̇(0)∗ν ,D′(ων)ψ(0)ν
)

−
(

ψ(0)∗ν ,D′(ων)ψ̇(0)ν
) ]

.

(17)

The first term in Eq. (17) equals −Jνων , where Jν is the
action of free oscillations at the ν-th mode (Appendix B),
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and the second term can be expressed as Jνϕ̇ν , where
−ϕν is the phase of ψν . Hence, one can write

L(0)ν =
d

dt
(Jνϕν)− J̇νϕν − Jνων . (18)

The quantity ϕν can be treated as a new variable, with
Jν = ∂Ld/∂ϕ̇ν being the associated canonical momen-

tum. Then, the Lagrangian equation for ϕν is J̇ν = 0,
meaning that Jν are conserved for all ν, except for those
corresponding to zero ων . Employing the conservation
of Jν and omitting an unimportant full time derivative,

from Eq. (18) one gets L(0)ν = −Jνων . Adding a constant
will neither affect the motion equations, and hence

Lψ[ψ(0)] =
∑

ν

′

Jν∆ων , (19)

where the prime denotes summation only modes with
positive ων .

The Lagrangian of driven oscillations, 〈Lψ[ψ(a)]〉, can
be calculated straightforwardly and yields

〈Lψ〉 = −
1

4

(

χ(a)∗,Dχ(a)
)

, (20)

where D ≡ D(ω). Employing Eq. (14) one gets also

〈Lint〉 =
1

2

(

χ(a)∗,Dχ(a)
)

. (21)

Therefore,

Ld = L0 − Φ+
∑

ν

′

Jν∆ων , (22)

where Φ = 〈Lψ〉 = −2〈Lint〉, or

Φ = −1

4

(

F̃∗, α̂F̃
)

. (23)

By definition, (F̃∗, α̂F̃) = E∗0 · p̃, where p̃ is the complex
amplitude of the particle dipole moment in the real three-
dimensional space: p̃ = α · E0, assuming the ac field of
the form (5). Therefore, Φ given by Eq. (23) is the same
adiabatic ponderomotive potential as the one introduced
by Eq. (1).

The Euler equation yielded by the Lagrangian (22),

d

dt

(

∂Ld
∂v

)

=
∂Ld
∂r

, (24)

would be the equation of adiabatic drift motion. To-
gether with Jν = const, an integral of such motion
(assuming ∂Ld/∂t ≡ 0) is the Hamiltonian Hd = v ·
∂Ld/∂v − Ld, or

Hd = Ed +Φ−
∑

ν

′ ∆ων
ων
Eν , (25)

where Ed stands for the particle kinetic energy (plus
the energy of interaction with low-frequency background

fields, if any), and Eν = Jνων is the energy of free os-
cillations stored in a ν-th mode. In the simplest case
when interactions with low-frequency fields (if any) are
inessential, Eq. (24) takes the form

m
dv

dt
= −∇Φ−

∑

ν

′

Jν∇ων , (26)

so that

Φeff = Φ−
∑

ν

′

Jν ∆ων (27)

plays a role of the effective potential. [The terms Jνων(r)
can be omitted for constant ων(r) at adiabatic interac-
tion, but otherwise result in essential forces analogous,
say, to the diamagnetic force on a charged particle in
inhomogeneous magnetic field (Sec. IVB).]

D. Near-resonant Interaction

Rewrite Eq. (23) in the eigenmode representation:

Φ = −1

4

∑

ν

|F̃ν |2
Dν(ω)

, (28)

where F̃ν are projections of F̃ on the eigenvectors χν ,
and Dν are the eigenvalues of D = α̂−1. By definition,
Dν(ω)→ 0 as ∆ων → 0. Hence, keeping only the leading
term with respect to ∆ω−1ν , the adiabatic Miller potential
equals

Φ = − |F̃ν |2
4D′ν(ων)∆ων

= − |Ẽν |
2

4∆ων

[

(α−1ν )′(ων)
]−1

, (29)

where we also introduced the corresponding resonant
eigenvalue αν of the particle polarizability α, and the
projections Ẽν ≡ ξ∗ν · E0 of the ac field amplitude on
the eigenvectors ξν of the tensor α. Note now that at

∆ων → 0 one has |F̃ν |2/4Dν(ων) ≈ −J (a)ν ∆ων , where

J
(a)
ν is the action corresponding to oscillations at the ν-th

mode with the amplitude χν = χ
(a)
ν (Appendix B). Since

J
(a)
ν = E(a)ν /ων , where E(a)ν is, respectively, the energy of

near-resonant adiabatic oscillations, one can write

Φ =
∆ων
ων
E(a)ν . (30)

For a stable particle E (a)ν > 0. Hence, close to the reso-
nance, the adiabatic potential is attractive for ∆ων < 0

and repulsive for ∆ων > 0. However, since E (a)ν itself
goes to infinity at ω = ων , Φ(ω) exhibits a singularity at
the resonance, as follows from Eq. (29). As the true force
exerted by the ac field on a particle is finite, the fact that
Φ(ω) appears to be a singular function is a clear sign of
the adiabatic approximation failure in the resonance re-
gion. Let us then derive a more precise expression for Ld
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to obtain the true, non-singular average force applied to
a particle near the resonance.

Consider the general case when for some (possibly
more than one) modes the adiabaticity conditions (3),
(4) may be violated. To do so, divide ψ into the nonres-
onant (certainly adiabatic) part ψnr consisting of modes
with ∆ων/ω & 1 and the remaining part ψr consisting
of those with ∆ων/ω ¿ 1. Among the latter we might
find both adiabatic and nonadiabatic modes, which we
will treat equivalently, hence no precise discrimination
between the two types of oscillations is required. The
drift Lagrangian of the particle can then be written as

Ld = L0 + Lnr + Lr, (31)

Lnr = −φnr +
∑

ν

′

Jν∆ων , (32)

where φnr is the part of the adiabatic potential Φ cor-
responding to the interaction with nonresonant modes,
over which also the summation is taken in Eq. (32).

To calculate Lr, consider the particle near-resonant re-
sponse in the form ψr = Re [χ exp(−iωt)], where χ is a
slow function as compared to the exponent. We can write

then Lr = L(1)r + L(2)r , where

L(1)r =
1

2
Re
(

χ∗,Dχ(a)
)

− 1

4

(

χ∗,Dχ
)

, (33a)

L(2)r =
i

8

[(

χ̇∗,D′χ
)

−
(

χ∗,D′χ̇
)]

. (33b)

Here D ≡ D(ω); the adiabatic response χ(a) is governed

by Eq. (14), with only resonant component of F̃ taken
into account, and χ(a)(t = −∞) = 0. The Lagrangian

L(1)r can be expressed as L(1)r = −φr + δφr, where δφr is
the correction to the adiabatic potential φr:

δφr = −
1

4

(

δχ∗,D δχ
)

=
∑

ν

′

Jν∆ων . (34)

Here the summation is taken over near-resonant modes,
δχ ≡ χ− χ(a), and

Jν = −1

4

(

δχ∗ν ,D′(ων) δχν
)

(35)

is the action of free oscillations at a ν-th mode, Jν =
Eν/ων , where Eν is the energy of these oscillations (Ap-
pendix B).

The drift Lagrangian can then be put in the form

Ld = L0 − Φeff + L(2)r , (36)

with Φeff given by Eq. (27). The difference from the
adiabatic case is that now Jν are not necessarily constant,
and Φeff must generally be considered as a function of χ:

Φeff = −1

4

(

χ(a)∗,D(ω)χ(a)
)

+

+
1

4

∑

ν

′

∆ων

(

δχ∗ν ,D′(ων) δχν
)

, (37)

where the first term again equals the adiabatic poten-
tial Φ. Note that this expression is not obtained by a
perturbation method, and the two terms in Eq. (37) are
allowed to be of the same order. In particular, near each

resonance ω = ων , the terms quadratic in χ
(a)
ν ∝ ∆ω−1ν

cancel out, whereas linear terms enter the expression be-
ing multiplied by ∆ων . It means that, unlike Φ(ω), the
effective potential (37) is a non-singular function.

The quantity χ (as well as χ∗) should now be treated as
an independent variable, for which the Lagrangian equa-
tion can be derived as follows. Consider the variation of
Ld [Eq. (36)] with respect to χ∗ν :

δLd
δχ∗ν

=
δ

δχ∗ν

{

− 1

4
∆ων

(

δχ∗ν ,D′ δχν
)

+

+
i

8

[(

χ̇∗ν ,D′χν
)

−
(

χ∗ν ,D′χ̇ν
)]

}

, (38)

where we used δL0/δχ∗ν ≡ 0, δΦ/δχ∗ν ≡ 0, D′(ων) ≈
D′(ω) ≡ D′, and the fact that only the terms correspond-
ing to the ν-th mode contribute to Eq. (38). Since both

χ
(a)
ν and χ

(a)∗
ν are independent of χ∗ν , Eq. (38) can be

rewritten as follows:

δLd
δχ∗ν

= − i
4

[

D′χ̇ν +
1

2
Ḋ′χν − i∆ων D′δχν

]

+

+
d

dt

[

i

8

δ

δχ∗ν

(

χ∗ν ,D′χν
)

]

. (39)

The second term represents a full time derivative and
hence can be neglected. Then to obtain the Euler equa-
tion δLd/δχ∗ν = 0, one must require that the first term
in Eq. (39) equals zero, which yields

χ̇ν + τ−1ν χν = i∆ων δχν , (40)

where τ−1ν = 1
2 (D′)−1Ḋ′. While Eq. (40) is, strictly

speaking, derived for modes with ∆ων ¿ ω, it can for-
mally be applied to any mode with nonzero ων . Even in
this case, Eq. (40) properly describes adiabatic evolution
of free oscillations and predicts that at large ∆ων the

amplitude of induced oscillations approaches χ
(a)
ν .

The guiding-center equation of motion readily follows
[see Eq. (24)] from the drift Lagrangian, which we can
finally put in the following form:

Ld = L̄d + Lχ, (41a)

L̄d = L0(r,v)− Φeff(r, χ), (41b)

Lχ =
i

8

∑

ν

′
[(

χ̇∗ν ,D′(ων)χν
)

−
(

χ∗ν ,D′(ων) χ̇ν
)]

.

(41c)

While Jν corresponding to nonresonant modes are inte-
grals of such motion (assuming ∂Ld/∂t ≡ 0), those of
resonant modes are not conserved, and hence a particle
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can generally exhibit stochastic behavior. Surprisingly
though, one more independent integral can be identified
in this case. Employing Eq. (24) together with Eq. (40),
one can prove by direct calculation that the full time
derivative of Hd = v · ∂L̄d/∂v − L̄d equals zero. The
approximate integral

Hd = Ed +Φeff = const, (42)

coincides with that given by Eq. (25) and is conserved
under the limitations (2) only, regardless of conditions
(3) and (4).

Like in the adiabatic case, at nonadiabatic interaction
the function Φeff can also be considered as the effective
potential seen by the particle. Directly from Eq. (42) it
follows that

m
dv

dt
= −dΦeff

ds
, (43)

assuming that Ed = 1
2 mv

2, and ds = v dt is a length
element along the particle trajectory. In the simplest case
when no background fields are present in the system, it is
also convenient to employ the actual Lagrangian equation
(24), which now takes an “intuitive” form

m
dv

dt
= −∇Φeff . (44)

Note that the gradient in Eq. (44) applies to both terms

of Eq. (37), assuming δχν = χν −χ(a)ν (r), where χν is an
independent variable.

Despite of deceptive similarity in form with a truly
conservative force, near-resonant ponderomotive acceler-
ation is not reversible. Only n of the particle 3N degrees
of freedom are governed by Eq. (44). The remaining
3N − n degrees of freedom, described by Eq. (40), are
“frozen” at adiabatic interaction, but otherwise are in-
dispensable and can be viewed as hidden variables of the
particle guiding center, should the latter be considered as
a “black box”. Also associated with the particle average
motion are a complex phase argχ and the natural “lo-
cation uncertainty” λ = v/min |∆ων |, which makes the
guiding center similar to a quantum object. As shown in
Ref. [11], the quantum analogy can be elaborated upon
further and can even be made quantitative.

E. Hamiltonian Interpretation and Quantum
Analogy

The conservation law (42) can also be explained alter-
natively, by employing basic principles of Hamiltonian
dynamics. To show that, note that Jν are the canonical
momenta corresponding to angle variables ϕν , ϕ̇ν ≡ ων .
For clarity, label these modes (with nonzero ων) with
indexes ν = 2 . . . q and introduce the quantity

J1 = −
1

ω

(

Ed +Φ+

q
∑

ν=2

Jνων

)

, (45)

which is the action variable corresponding to a general-
ized coordinate ϕ1 oscillating at frequency ω1 = ω (see,
e.g., Ref. [32]). At adiabatic interaction, when all ων
are well separated, each of Jν will represent an invari-
ant, which results in conservation of Hd [Eq. (25)] be-
ing a combination of Jν . On the other hand, at nona-
diabatic interaction, when, say, ω1 . . . ωs are close to
each other, Jν≤s will not be conserved individually. In
this case though, the sum of the resonant modes ac-
tions Is =

∑s
ν=1 Jν will be an adiabatic invariant (Ap-

pendix C). Since the action of each nonresonant mode
Jν>s remains constant in any case, adding Jν>s to Is will
not violate the conservation law. Hence, the integral can
also be expressed as

∑q
ν=1 Jν = const, or

− 1

ω

(

Ed +Φ+
∑

ν

′

Jνων

)

+
∑

ν

′

Jν = const, (46)

where now any of the modes may be resonant with the ac
field. The obtained equation is clearly equivalent to the
above-predicted conservation of Hd given by Eq. (25),
both in adiabatic and nonadiabatic regimes.

Note that the conservation law (46) follows also from a
quantum-mechanical argument, if one recalls that Jν are
proportional to the number of quanta Nν in correspond-
ing modes, Nν = Jν/~. Consider the total energy of the
system EΣ, which includes the energy of the “dressed”
particle average motion Ed +Φ [33–37], the energy of in-

ternal oscillations
∑ ′

νNν ~ων , and the energy of the ac
field Nf~ω. As EΣ is conserved, one can write that

Ed +Φ−
∑

ν

′

Nν ~∆ων +N0 ~ω = const, (47)

where the first three terms constitute Hd, and N0 =
Nf +

∑ ′

νNν is the total number of quanta. Since N0 is
conserved as the particle absorbs or emits photons (which
is what constitutes nonadiabaticity in classical terms),
then Eq. (47) yields Hd = const, in agreement with the
above results.

One can see then that the conservation law for Hd is of
the same type as Manley-Rowe relations, which are sim-
ilar classical manifestations of inherently quantum inter-
actions between resonant oscillators [28]. (One can show
also that such relations originate from specific Noether
symmetry of resonant interactions [17, 29].) Like those,
the new integral allows to conclude upon global stability
of particle oscillations and obtain other results of inter-
est. In Sec. III, we will consider some applications of
this conservation law on the simplest example of a par-
ticle with a single natural mode ν. More complicated
dynamics of particles with richer eigenspectrum can be
approached analogously.
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III. SINGLE-MODE OSCILLATOR IN
RESONANT FIELD

For a particle with a single natural mode ν, the con-
servation law (42) takes the form

Ed +Φ− ∆ων
ων
Eν = Hd, (48)

with Hd being a constant determined by initial condi-
tions. At adiabatic interaction, when all of the conditions
(2)-(4) are satisfied, Jν = Eν/ων represents an invariant,
so that (48) yields an expression for the drift velocity at
each r. This fact allows to integrate the particle equa-
tion of motion and actually find the dependence r(t) (at
least, in quadratures and for one-dimensional drift). At
nonadiabatic interaction though, Jν varies in time, and
particle sees the effective potential

Φeff =
∆ων
ων

[

E(a)ν − Eν
]

, (49)

with Eν(t) essentially being an unknown function [cf.
Eqs. (27) and (30)]. Hence construction of the analytic
solution is generally impossible in this case. Nonetheless,
applying the Hd conservation together with Eq. (49) ren-
ders important information on the properties of particle
dynamics in the resonance domain. Some of these prop-
erties are described below.

A. Bounce Oscillations in Nonadiabatic Barriers

The conservation of Hd allows to determine the stabil-
ity conditions for particle bounce oscillations in pondero-
motive barriers. Suppose, for example, that ∆ων < 0, in
which case Φ < 0 [cf. Eq. (30)]. Conservation of Hd re-
quires then that Ed ≤ Hd+ |Φ| for all t. Hence a particle
cannot leave the field if Hd < 0, as otherwise it must ar-
rive in the region Φ(z) = 0 having Ed ≤ Hd < 0. Thus, at
negative Hd, even aperiodic bounce oscillations remain
stable and a particle remains trapped by an attractive
ponderomotive potential. (Instability of such oscillations
can only result from dissipative effects like spontaneous
emission [33, 38], not considered here.) Unstable oscil-
lations develop otherwise and result in particle escaping
from the interaction region. Examples of trapped and un-
trapped particle trajectories are depicted in Fig. 1, which
exhibits the agreement between the sign of Hd and par-
ticle confinement.

B. Ponderomotive Cooling

Breaking the adiabaticity allows irreversible energy ex-
change between particles and the ac field. If the radiation
is redshifted from the resonance frequency ων , thermal
particles lose their drift energy as they scatter off a nona-
diabatic ponderomotive barrier, regardless of their actual

trajectories. Should particle natural oscillations thermal-
ize between consecutive interactions with the field, the
effect can be employed for cooling particles.

The idea can be explained as follows. When a free par-
ticle scatters off a ponderomotive barrier [Φ(±∞) = 0],
the conservation of Hd requires that the overall changes
of the guiding center kinetic energy Ed and the internal
oscillations energy Eν are bound to each other:

∆Ed = ∆

[

(

ω

ων
− 1

)

Eν
]

. (50)

If ων is constant, Eq. (50) reads ∆Ed = (ω/ων − 1)∆Eν ,
so for given ∆ων , the sign of ∆Ed is determined by the
sign of ∆Eν . Let us show that ∆Eν > 0 for moderate
η = T0/Φmax, where T0 is the initial temperature. As
follows from Eq. (40), ∆Eν ∼ ΛΦmax, where [39]

Λ = |1− ων/ω|−1 À 1. (51)

If Λ À η, then ∆Eν À T0, hence ∆Eν ≈ Eν(+∞) > 0
for all particles, regardless of the initial value of Eν . As
a result, if ω < ων , one has ∆Ed < 0, so that all thermal
particles are decelerated [Fig. 3(a)].

Suppose now that each particle encounters the field
repeatedly, and the time between consecutive encoun-
ters exceeds the relaxation time of particle natural os-
cillations. At each impact, the particle will lose about
|ω/ων − 1|∆Eν ∼ |Φ|max of its drift energy Ed, and yet
get to the next encounter with negligible Eν , as compared
to Λ|Φ|max. Then, after about η interactions, each par-
ticle will be cooled down to Ed ∼ |Φ|max ¿ T0, assuming
η À 1. At lower energies though, new effects come into
play, and further cooling slows down significantly, as we
explain below.

C. Dynamic Trapping

What impedes cooling below the limit Ed ∼ |Φ|max is
the dynamic trapping of particles by the ac field. It is
possible that, due to nonadiabatic deceleration in an at-
tractive ponderomotive potential, a particle can lose all
of its kinetic energy Ed even before leaving the interac-
tion region. In this case, an initially free particle will be
bounced back by the decelerating slope of the wave bar-
rier, and hence will remain inside the potential well at
least for one bounce oscillation (Fig. 2). More oscillations
may also follow after that; yet, because of the phase space
conservation requirement, particles may not stay trapped
forever. Rather, only dynamic (i.e. temporary) trapping
is possible in this case. On the other hand, if the num-
ber of bounce oscillations within a potential well is large,
the post-trapping dynamics of a particle correlates little
with its pre-trapping dynamics. Hence the direction, to
which the particle is released, is almost uncorrelated with
the initial velocity, and a particle can randomly escape
either forward or backward with respect to the direction
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FIG. 1: Longitudinal velocity vz vs guiding center location z for a charged particle in the ac field with the spatial profile E0(z) =

x0Ē0 exp(−z2/2L2) imposed over uniform dc magnetic field B0 = z0B0. Here vz is measured in units v̂ = (e|Ē0|/mω)
√
Λ ∼

(|Φ|max/m)1/2; z is measured in units ẑ = c/ω; e|Ē0|/mcω = 0.001; Λ = |1 − Ω/ω|−1 = 100; Ω = eB0/mc; L = 0.4ẑ;
Eν(t = 0) = 0. (a) v0 = 0.47 v̂, that is, Hd < 0 (b) v0 = 0.53 v̂, that is, Hd > 0; v0 ≡ vz(t = 0). The bifurcation from stable to
unstable bounce oscillations is analytically predicted at |v0| = 1

2
v̂, that is, Hd = 0.

FIG. 2: Longitudinal velocity vz vs z for a particle being
trapped and released by an attractive ponderomotive poten-
tial in a dc magnetic field (same notation and parameters as in
Fig. 1; L = λ(v̂)/ε̂; ε̂ = 3): vz = 0.30 v̂ (black) and vz = 0.31 v̂
(gray).

of its original drift (Fig. 2). The overall scattering is
then stochastic, and may lead to both transmission or
reflection of incident particles.

To derive the condition, under which these effects be-
come possible, suppose for simplicity that ων = const.
Also introduce the particle drift displacement on the
beat period λ(v) = v/|∆ων |, the characteristic veloc-
ity change of the particle as it encounters the ac field
v̂ ∼ (|Φ|max/m)1/2, and the dimensionless parameter
ε̂ = λ(v̂)/L. Slow particles with initial velocity v0 ¿ v̂
are accelerated ponderomotively up to the velocity of the
order of v̂ inside the barrier. If v̂ itself is large enough
(ε̂ & 1), nonadiabatic effects have to reveal for all, even
initially slow particles, some of which may then experi-
ence trapping. On the contrary, at ε̂¿ 1, slow particles
remain adiabatic and hence cannot be trapped. As for
fast particles (v0 À v̂), in both cases they have enough
energy to overcome the ponderomotive deceleration and

avoid trapping. Therefore, if ε̂ & 1, at sufficiently small
v0 a particle may be trapped within a potential well, but
if ε̂ . 1, trapping is impossible regardless of v0.

To illustrate these conditions, consider a Gaussian field
E0(z) = x0Ē0 exp(−z2/2L2) applied to a particle trav-
eling in a uniform magnetic field B0 = z0B0 (see also
Sec. IVB). The energy change of a particle as it goes
through the ponderomotive barrier can be estimated un-
der the assumption vz ≈ v0 = const. In this case, as
follows from Eq. (40), ∆Eν = −2π|Φ|max f(ε−20 ), where

|Φ|max = 1
8 mv̂

2, v̂ = (e|Ē0|/mω)
√
Λ, f(x) = xe−x, and

ε0 = λ(v0)/L. Assuming that v ≈ const remains a good
approximation also for u = v0/v̂ ∼ 1, we can expect then
that a particle having

u2

2
<
π

4
f
[

(ε̂u)−2
]

(52)

must be released from the interaction region with neg-
ative Ed, which is impossible. Therefore, for u satisfy-
ing the condition (52), the approximation vz ≈ const is
strongly violated. It is a sign that a turning point ap-
pears on the particle trajectory, which means that the
particle gets trapped in the potential well. Trapping re-
mains possible for ε̂, at which Eq. (52) has a real solution
for u. In compliance with the general condition derived
above, such solution exists only for ε̂ > 1.08, as can be
shown numerically. These analytic predictions are con-
firmed with high accuracy in our numerical calculations,
as depicted in Fig. 3.

It is clear now why the cooling mechanism described
in Sec. III B cannot be efficient at Ed ¿ Φmax, that is,
at v0 ¿ v̂. For a barrier with ε̂ ¿ 1 [Fig. 3(a)], the
condition v0 ¿ v̂ guarantees adiabatic dynamics. Cor-
respondingly, the energy exchange between particles and
the ac field will be exponentially small with respect to ε0,
hence substantial cooling will be possible only on expo-
nentially large time scales. On the other hand, at ε̂ & 1
[Fig. 3(b)], slow particles will get trapped by the ac field,



9

and the characteristic trapping time increases with de-
crease of v0. Indeed, a released particle must have ki-
netic energy Ed satisfying 0 < Ed < Hd = 1

2 mv
2
0 . As

v0 approaches zero, this interval shrinks, and it becomes
less probable for a particle to escape the interaction re-
gion. Therefore, at Ed ¿ Φmax all particles will eventu-
ally get trapped by the ac field, hence further cooling, as
described in Sec. III B, will become impossible. On the
other hand, specific properties of nonadiabatic pondero-
motive barriers allow other cooling mechanisms operat-
ing also at v0 ¿ v̂ via employing one-way walls, which
we will discuss in Sec. IIID.

D. One-way Walls

Internal oscillations at ων ≈ ω essentially decrease the
potential seen by the particle by the factor γ: Φeff = γΦ,

where γ = 1 − Eν/E(a)ν < 1 [cf. Eq. (49)]. Remarkably,
γ = γ(Eν) can be made different for different particle
trajectories even at the same r. In particular, it means
that particles incident on a nonadiabatic ponderomotive
barrier from opposite directions can be arranged to see
different Φeff . As a result, a barrier can become asym-
metric and operate as a one-way wall.

Various techniques to produce one-way walls on the
base of this principle (or what effectively amounts to it)
have been proposed recently in rf frequency range for
electrons and ions [12–14] and optical frequency range
for atoms [40, 41]. To illustrate how the idea can be em-
ployed on practice in the simplest case ∆ων = const, let
us consider the field configuration depicted in Fig. 4(a),
assuming that it is encountered by particles with initially
zero Eν [13]. (As explained in Sec. III B, the presence of
nonzero Eν ∼ Ed can be neglected.) Assume also that
L1 À λ À L2 and, at first, consider a particle incident
on the ponderomotive barrier from the right. At its en-
trance to the ac field, such a particle will not have enough
time to establish adiabatic oscillations. As it passes the
vanishingly narrow right slope of the barrier, it will still

have χ ≈ 0, or δχν ≈ −χ(a)ν . Hence, at z = 0 the particle
will see

Φeff(z = 0) ≈ Φeff(z = L2 → 0) = 0, (53)

in compliance with the fact that Φeff must be a continu-
ous function. As z is changing from 0 to−∞, the effective
potential can only decrease, as both Jν and ∆ων remain
constant on the adiabatic left slope, whereas Φ gradu-
ally changes from its maximum value to zero. A particle
incident from the right then sees an attractive potential
Φeff ≈ Φ − Φmax < 0 [Fig. 4(b)] and eventually gains
energy

∆Ed = Φmax, ∆Eν = ΛΦmax. (54)

A particle incident from the left, however, sees an adia-
batic repulsive potential Φeff ≈ Φ > 0. Assuming that
Φmax is large enough, this particle will never get to the

nonadiabatic region 0 < z < L2; it will rather be re-
flected by the adiabatic slope and leave the interaction
region with zero ∆Ed and ∆Eν . It is then clear that the
contemplated ponderomotive barrier is asymmetric and
acts essentially like a Maxwell demon, except that it in-
creases the energy of transiting particles, as required by
laws of thermodynamics [12, 42].

One-way walls of the described type might find numer-
ous applications employing selective manipulations with
plasma particles. For example, in Refs. [12–14], it was
proposed how the contemplated Maxwell demon effect
(MDE) can be used for driving electric current in magne-
tized plasmas. (The flexibility in rearranging phase space
makes these techniques at least as efficient, and in some
regimes more efficient, as the conventional current drive
techniques [43].) Mechanisms of cooling particles be-
low Φmax by what effectively amounts to ponderomotive
one-way walls have also been proposed recently [40, 44].
In addition, one can also imagine how the sensitivity of
MDE with respect to particle resonance properties could
help in separating plasma constituents (including isotope
separation), and how asymmetry of nonadiabatic barri-
ers in general could be employed for enhancing plasma
confinement of mirror traps and other applications [15].

If successful also on neutral particles, MDE could sup-
plement the existing techniques of manipulating atoms
by means of laser fields [4–6], which broke important
ground in atomic physics. Similar capabilities apply also
for other small neutral objects ranging from molecules
to micron-sized particles and permit one to selectively
and stably trap particles, levitate them against gravity,
channel particles along laser beams and use them as sen-
sitive probes for measuring optical, electric, magnetic,
viscous drag, and gravity forces [7, 45–48]. These light-
pressure techniques allow present and potential applica-
tions in a wide variety of subjects such as light scattering,
cloud physics, quantum optics, and high-resolution spec-
troscopy [7]. If these techniques could be additive with
those proposed in this paper, the value added could be
large.

IV. CLASSICAL PARTICLES EXHIBITING
NATURAL OSCILLATIONS

Let us now consider the actual examples of particles
(including those with internal degrees of freedom), to
which the above results can be applied. The purpose of
this section is to derive, within the framework of our new
approach, the expressions for the Miller potentials Φ for
two types of such particles, to obtain expressions for the
corresponding effective potentials Φeff , and to show how
particular results of our previous works [12, 32] follow
from the general consideration proposed above.
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FIG. 3: Change of the drift energy ∆Ed of a particle traveling in a dc magnetic field as it scatters off a nonadiabatic attractive
ponderomotive barrier: numerical result (dots) and analytic prediction (solid). Same notation and parameters as in Fig. 2,
energy is measured in units mv̂2: (a) ε̂ = 0.5 (no trapping); (b) ε̂ = 3.3 (shaded is the region of particle trapping as established
numerically). For reference to compare with the analytically predicted trapping condition (52), shown also is a graph 1

2
mv2

0

(dashed).

FIG. 4: (a) high-frequency field profile producing a one-way wall: L1 À λ À L2, λ = v0/|∆ων |; (b) effective potentials for
particles incident from the left (positive repulsive potential; particles are reflected) and from the right (negative attractive
potential; particles are transmitted).

A. Atomic Cluster

Consider first an atomic cluster, i.e. a compound par-
ticle containing electron gas, which can oscillate in the
attractive Coulomb field of the ion core. Since under an
ac drive the electron cloud oscillates as a whole (assuming
cold electrons), it can be treated as a single constituent of
the “macro-particle”. Hence, counting also the ion core
as one, we have N = 2. Since the guiding center motion
is three-dimensional (n = 3), there can be K − n = 3
independent modes (K = 3N), each corresponding to
some non-negative frequency ων , plus K − 3 = 3 modes
with zero eigenfrequencies, corresponding to the center-
of-mass oscillations.

To obtain the eigenfrequencies ων , it is sufficient to
find poles of the particle polarizability α. This can be
done as follows. Assume that collisional heating of the
cluster is insignificant during the time when the ac field
is on, and the size of the cluster is small compared to
the radiation wavelength. Then an adequate model for
a cluster would be a polarizable sphere characterized by
a real dielectric constant ε and a fixed radius R [49, 50].
In this case α is a diagonal tensor, α = αI, with all three

eigenvalues αν equal to

α = R3 ε− 1

ε+ 2
, (55)

so that ων must satisfy the dispersion equation ε(ων) =
−2. The dielectric constant ε equals that of a plasma,
ε(ω) = 1−ω2p/ω2, where ωp is the plasma frequency of the
electron gas inside the cluster [49]. Hence, the (Fröhlich)

resonance takes place at ων = ωp/
√
3, whereas the coef-

ficient is modified as the shape of a cluster deviates from
spherical [51, 52].

The Miller potential (1) then takes the form

Φ =
1

4
|E0|2R3

ω2p
3ω2 − ω2p

, (56)

and the effective ponderomotive potential equals

Φeff = Φ+

(

1−
√
3
ω

ωp

)

Ep, (57)

where Ep is the energy of free electron (Langmuir) os-
cillations inside the cluster. At adiabatic interaction, Ep
is conserved (since Jν = const, and ωp is constant by
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definition), and thus Φeff = Φ+ const. Hence, the quasi-
energy E = Ed + Φ, where Ed = 1

2 mv
2, will represent an

integral of particle motion in this case. A more general
integral, which is conserved even when the cluster inter-
acts resonantly with the ac drive, would be the quantity
Hd = Ed + Φeff . Even when the conservation of Ed is
violated, the conservation of Hd still bounds the change
of the particle drift energy to the change of its “internal”
energy at t→∞:

∆Ed =

(√
3
ω

ωp
− 1

)

∆Ep, (58)

as follows from Eq. (50).

B. Particle in a Magnetic Field

Return now to an elementary charged particle (electron
or ion) in a high-frequency field (5) in the presence of a
dc magnetic field B0 = ∇×A0. Employ a linear approxi-
mation for the vector potential A0(r) =

1
2 B0(z)

(

z0 × r
)

with respect to the particle displacement z0 × r from
the location of the guiding center, assuming that B0 is
a slow function of z. Assuming also that the gyrofre-
quency Ω = eB0/mc is comparable or larger than ω, we
must treat the guiding center motion as one-dimensional
(n = 1). Hence there can be at most two “internal” eigen-
modes with distinct non-negative frequencies ων (plus,
the same number of modes with −ων). To find those,
one can either start with the actual expression for Lψ
(see Ref. [15]), or, more easily, employ the already known
expression for the polarizability tensor [32]

α = − e2

mω2





1
1−b2

ib
1−b2 0

−ib
1−b2

1
1−b2 0

0 0 1



 , (59)

where b = Ω/ω. From Eq. (59), it is seen that α ex-
hibits singularities at the cyclotron resonance ω = ±Ω,
which gives us one of non-negative eigenfrequencies ων .
The remaining ων are apparently zero, which can also be
proved directly by solving the full characteristic equation
Dψ = 0, as shown in Ref. [15].

To calculate the Miller potential, it is convenient to
introduce the complex amplitudes of the ac field Ẽν ≡
ξ∗ν ·E0 in the new basis formed by the eigenvectors ξν of
the polarizability tensor:

ξ±1 =
x0 ± iy0√

2
, α±1 = −

e2

mω(ω ± Ω)
, (60a)

ξ0 = z0, α0 = −
e2

mω2
, (60b)

where αν are the corresponding eigenvalues of α. The
adiabatic ponderomotive potential Φ = − 1

4

∑

ν αν |Ẽν |2
[Eq. (23)] then is given by (6), and the effective potential
can be expressed as Φeff = Φ− J(ω −Ω), where J is the

action variable (35) corresponding to free natural oscilla-
tions at frequency Ω: J = mv2L/2Ω. (Here vL = v⊥−vac
is the quiver velocity, additional to the velocity of induced
high-frequency oscillations vac.) Then, introducing the
particle magnetic moment µ = mv2L/2B0, one gets

Φeff = Φ+ µ(B0 −Bres), (61)

where Bres = mcω/e is the magnetic field strength, at
which a particle would be in exact cyclotron resonance
with the ac drive at frequency ω. In the adiabatic limit,
when µ = (e/mc)J is conserved, one has Φeff = Φ +
µB0+const. Hence, the quasi-energy E = Ed+µB0+Φ,
where Ed = 1

2 m〈vz〉2, will represent an integral of the
particle motion in this case (cf. Ref. [32]). A more general
integral, which is conserved even when a particle interacts
resonantly with the ac drive, would be the quantity Hd =
Ed +Φeff . Even when the µ conservation is violated, the
conservation of Hd still bounds the change of the particle
drift energy to the change of the magnetic moment at
t→∞:

∆Ed = ∆[µ(Bres −B0)], (62)

as follows from Eq. (50), in full agreement with the result
we obtained in Ref. [12] by straightforward averaging of
particle the motion equations.

V. CONCLUSIONS

In this paper, we generalize the ponderomotive formu-
lation to particles (including those with internal degrees
of freedom) moving under the action of a high-frequency
field, which may interact resonantly with natural parti-
cle oscillations. The effective ponderomotive potential
is derived for both adiabatic and strongly nonadiabatic
interactions and remains non-singular even at resonant
drive. The possibility to introduce such a potential is
due to the conservation of an approximate integral of
the Manley-Rowe type, for which we suggest a natural
quantum interpretation. We show that the properties of
near-resonant wave barriers are strikingly different from
those expected from the traditional adiabatic model. On
one hand, nonadiabatic ponderomotive potentials can re-
pel or attract particles in measurably predictable ways,
in which sense they can operates just like normal poten-
tials. On the other hand though, nonadiabatic potentials
are more flexible as tools for controlling particle motion.
They are not limited by the requirement of conserva-
tiveness, hence allowing more freedom in manipulating
particles, which can be either charged plasma particles,
or neutral particles, such as atomic clusters and others.
We show that, as a result, nonadiabatic ponderomotive
barriers can be arranged into stable traps for classical
particles, produce cooling effect, and generate one-way
walls for resonant species.

Although the analysis is performed for classical species,
we anticipate that our main results can be extrapolated
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also on quantum particles, such as atoms and molecules.
If so, the proposed methods could supplement the ex-
isting techniques of particle manipulation by laser fields.
The value added could be large then, as these techniques
allow present and potential applications in a wide variety
of subjects such as quantum optics, isotopes separation,
high-resolution spectroscopy, and others.
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APPENDIX A: COMPOUND PARTICLE
LAGRANGIAN

Consider the Lagrangian of a compound particle con-
sisting of N ≥ 1 individual elementary particles:

L =
∑

j

[

1

2
mjv

2
j − ej φ(rj) +

ej
c

vj ·A(rj)−

− 1

2

∑

i6=j

Uij

(

|rj − ri|
)

]

. (A1)

Here mj , ej , rj , and vj are, respectively, the mass, the
charge, the location, and the velocity of a j-th particle;
φ = φac + φbg and A = Aac + Abg are the scalar and
the vector potentials, which determine the ac and the
low-frequency background fields correspondingly; c is the
speed of light; Uij(|rj − ri|) is the energy of interaction
between particles labeled with indexes j and i.

Assuming that |rj − r| ¿ L, where L is the minimum
scale of the fields, and r is the guiding-center location,
one can rewrite Eq. (A1) as

L = L0 + L∼ +
∑

j

Lj . (A2)

Here L0 is the Lagrangian of the guiding center motion as
it would be without excitation of particle internal degrees
of freedom:

L0 =
1

2
mv2 − e φbg(r) +

e

c
v ·Abg(r), (A3)

where m =
∑

jmj , e =
∑

j ej , and v = ṙ. [Note though
that, in the presence of a dc magnetic field Bbg when the
particle gyrofrequency Ω = eBbg/mc is of the order of ω,
the proposed model captures the guiding center motion
only along a single field line. In this case, the component
of v transverse to Bbg = ∇×Abg should be taken equal
to zero by definition (see Sec. II B and IVB for details)].
The term

L∼ =
∑

j

mjvj · v − e φac(r) +
e

c
v ·Aac(r) (A4)

is approximately a full time derivative, and can be omit-
ted as insignificant. The Lagrangians Lj are those of
elementary particles relative motion. Assuming that
Uij give rise to linear oscillations, we model them with
quadratic functions of rj−ri, and thus, when elaborated
to the second order in hj = rj − r, Lj can be put in the
form

Lj = L(0)j + L(int)j , (A5a)

L(0)j =
1

2
mj ḣ

2
j +

ej
c

ḣj ·
[

(hj · ∇)Abg(r)
]

−

− 1

2

∑

i6=j

hi · Uij · hj , (A5b)

L(int)j = ejhj ·E′, (A5c)

where E′ is the external field in the guiding center rest
frame:

E′ = E +
1

c
v ×B. (A6)

The field E′ consists of both the ac component E′ac and
the low-frequency background component E′bg. For an
ac field, the amplitudes of the electric and the magnetic
fields are connected with each other: Eac ∼ (Lω/c)Bac,
as follows from the Faraday’s law. Since v/c ¿ 1, one
can usually neglect the term 1

c v × Bac in comparison

with Eac, and thus, E′ac ≈ Eac. In turn, E′bg = Ebg both
in the absence of Bbg and in the opposite case when
Bbg is sufficiently strong, so that one must consider v as
parallel to B (see above). We will therefore assume for
simplicity that E′ = E, while a more general case can
also be contemplated.

With the above formulas, the Lagrangian L can be
finally put in the form (10a), with

Lψ =
∑

j

{

mj

2e2j
ṗ2j +

1

cej
ṗj ·

[

(pj · ∇)Abg(r)
]

−

−
∑

i6=j

1

2eiej
pi · Uij · pj

}

, (A7a)

Lint =
∑

j

pj ·E(r), (A7b)

where pj = ejrj stand for the dipole moments of the
particle individual constituents, and p =

∑

j pj is the
total dipole moment of the particle.

APPENDIX B: PROPERTIES OF GENERALIZED
LINEAR OSCILLATORS

The Lagrangian

Lψ =
1

2
(ψ̇,Mψ̇)− (ψ̇, Pψ)− 1

2
(ψ,Qψ) (B1)
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describes free linear oscillations in coordinates ψ and
yields a Euler equation D̂ψ = 0, where

D̂ =M
d2

dt2
− 2P

d

dt
+Q. (B2)

The eigenmodes ψν = χν exp(−iωνt) are then defined by
the characteristic equation D(ων)χν = 0, where

D(ω) = −Mω2 + 2Rω +Q, (B3)

and R = iP . We will assume that all ων are real, for
which we will require that M , Q, and P are K × K
real matrices, with M , Q symmetric and non-negatively
defined, P antisymmetric, and R imaginary Hermitian
correspondingly [30, 31].

Under these conditions, the eigenmodes are orthog-
onal with weight function. To show that, note first
that for any ψν = χν exp(−iωνt) the function ψ−ν =
χ∗ν exp(iωνt) will also be an eigenmode [31]. We thus
can represent a real function ψ in the form ψ =
∑

ν χν exp(−iωνt), where summation is taken over all ν,
both positive and negative. Consider then a real expres-
sion (ψ̇, Pψ), which can be put in two alternative com-
plex forms: first, as

(ψ̇, Pψ) =
∑

ν,µ

ωµ(χ
∗
µ, Rχν) exp[i(ωµ − ων)t], (B4)

and second, after taking a complex conjugate and ex-
changing the dummy indexes, as

(ψ̇, Pψ) =
∑

ν,µ

ων(χ
∗
µ, Rχν) exp[i(ωµ − ων)t], (B5)

where we employed the fact that R† = R. By subtract-
ing Eq. (B4) from Eq. (B5) and noting that the differ-
ence between the two must remain zero at all t, one
gets (ωµ − ων)(χ∗µ, Rχν) = 0, meaning that (χ∗µ, Rχν) =
δµνRν . Using this result together with the character-
istic equation and M † = M , one can show also that
(χ∗µ,Mχν) = δµνMν , and (χ∗µ, Qχν) = δµνQν .

Since of the 2K vectors ψν the first K modes are com-
plex conjugate to the remaining ones, it is convenient to
consider ψ in the form

ψ = Re
∑

ν

χν exp(−iωνt). (B6)

The Lagrangian function (B1) can then be expressed as
Lψ =

∑

ν Lν , where summation is taken over half of
modes, i.e. those with non-negative ων , and

Lν =
1

4
(ψ̇∗ν ,Mψ̇ν)−

1

4
(ψ̇∗ν , Pψν) +

1

4
(ψ∗ν , P ψ̇ν)−

− 1

4
(ψ∗ν , Qψν). (B7)

Consider also the energy Hψ = Pψψ̇ − Lψ, where Pψ =

∂Lψ/∂ψ̇ is the canonical momentum associated with ψ:

Hψ =
1

2
(ψ̇,Mψ̇) +

1

2
(ψ,Qψ). (B8)

Like the Lagrangian, Hψ can also be written as a sum
over individual modes with non-negative ων : Hψ =
∑

ν Hν , where

Hν =
1

4
(ψ̇∗ν ,Mψ̇ν) +

1

4
(ψ∗ν , Qψν). (B9)

In turn, Hν can be expressed in terms of the ν-th action
variable

Jν =
1

2π

∮

Pν dψν , (B10)

which remains an adiabatic invariant as the parameters
of the system experience slow variations [53]. Since

Jν = −1

4

(

χ∗ν ,D′(ων)χν
)

, (B11)

where D′(ω) is the derivative of (B3), the energy of a ν-
th mode equals Hν = Jνων ; hence the associated phase
variable ϕν oscillates in time at frequency ∂Hν/∂Jν =
ων .

APPENDIX C: ADIABATIC INVARIANTS FOR
RESONANT OSCILLATORS

Consider a system governed by the Hamiltonian

H = H0(J, t) + εH∼(J,ϕ, t), (C1)

where J = (J1 . . . Js) denote action variables, ϕ =
(ϕ1 . . . ϕs) denote angle variables, t is time, ε ¿ 1 is
a small parameter, and H∼ is the perturbation Hamilto-
nian. If all frequencies ωi = ∂H0/∂Ji are aliquant and ε
is sufficiently small, the system exhibits regular dynam-
ics, with the image point moving in phase space along
an s-dimensional invariant torus provided by the conser-
vation of all Ji [54]. Suppose though that the first p
frequencies ωi are close to each other (|ωi−ωj | ¿ ωi), in
which case even a small perturbation can destroy the in-
variant torus and resonantly drive the system away from
its unperturbed trajectory. The overall deviation will
then depend on the tensor gij = ∂ωi/∂Jj , and in general
can be arbitrarily large. Let us show that even in this
case the system will nonetheless conserve an adiabatic
invariant being a combination of J1 . . . Jp.

Consider a canonical transformation (J,ϕ) → (I,θ),
where

θi<p = ϕi − ϕ̄, θp = ϕ̄, θi>p = ϕi (C2)

are the new angle variables, with ϕ̄ being the average
over ϕi:

ϕ̄ =
1

p

p
∑

i=1

ϕi, (C3)

and where the new action variables are derived as Ii =
∂F/∂ϕi from the generating function

F (ϕ, I) =

p−1
∑

i=1

(ϕi − ϕ̄) Ii + ϕ̄ Ip +

s
∑

i=p+1

ϕiIi, (C4)
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so that

Ji<p = Ii +
Ip
p
− 1

p

p−1
∑

j=1

Ij , (C5a)

Jp =
Ip
p
− 1

p

p−1
∑

j=1

Ij , (C5b)

Ji>p = Ii. (C5c)

In terms of the new variables, the Hamiltonian of the
system is given by

H′ = H0(I, t) + εH∼(I,θ, t), (C6)

where the frequencies θ̇i = ω′i, ω
′
i = ∂H′/∂Ii, equal

ω′i<p = ωi − ω̄, ω′p = ω̄, ω′i>p = ωi, (C7)

and where

ω̄ =
1

p

p
∑

i=1

ωi (C8)

is the average frequency of resonant oscillators. Since
ω′i<p are small, the oscillations in variables (θi, Ii) (i <
p) may be resonant, and thus Ii<p may be subjected to
substantial variations. On the contrary, the frequency ω′p
is large compared to ω′i<p. Since by the initial assumption
it also remains far from ωi>p, the corresponding action Ip
is approximately conserved throughout the interaction.
The value of the new adiabatic invariant can be found by
taking a sum of Eqs. (C5) over i = 1 . . . p, which yields

Ip =

p
∑

i=1

Ji. (C9)

A similar argument can also be applied to the remaining
q ≡ p−1 resonant oscillators, with frequencies inside the
characteristic interval ∆ω around the new average fre-
quency ω̄′ =

∑q
i=1 ω

′
i/q. If ε ¿ ∆ω/ω̄, the new action

I ′q =
∑q
i=1 Ii will also be an adiabatic invariant. Extend-

ing the technique even further, one can say then that at
least k + 1 ≤ p independent integrals exist if, roughly,
ε¿ (∆ω/ω̄)k.
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